2024-25 University of Manitoba



REQUEST FOR GREX RESOURCES 2024-2025


0.	The Applicant
Name of PI [last, first]:  
Department:  
Faculty:  
Email:  

1.	Introduction to the Research Problem and Research Justification
	Outline the research problem for each project, its importance/relevance, as well as your general objectives.  [¼-½ page]
[bookmark: _2et92p0]

2.	Technical Justification
[bookmark: _597bsg6c8saf][bookmark: _1ercqc1nqcro][bookmark: _mfh9ipys5esm]	Provide the technical details of your computational and/or storage needs for each project. This is to ensure that resources are used efficiently, and requests are reasonable and appropriate for the system.  [¼-½ page]


3.   Request for allocation of Grex Compute and Storage resources for 2024/25 year
[bookmark: _3rdcrjn]
3.1 Allocatable Compute Requirements 

Specify your compute requirements in CPU core-years. Default allocations are estimated at approximately 60 CPU core-years.

This year, modern Intel Skylake and AMD Genoa compute nodes (8,580 CPU cores total) are available for allocation. Please justify your stated computing needs and describe your experience with HPC computing. Briefly explain how you estimated the total compute time required for this project.

3.2 Storage Requests 

· The new /project storage is allocated by default starting at 5 TB per group, extensible to 40 TB per group upon request.
· Users from the Faculties of Science, Engineering, and consortium members from Agriculture may apply for extended /project storage within their contribution.

Please describe your storage needs and explain how you estimated the total storage required for this project.


3.3 Code Details, Performance & Utilization
List any special software requirements for your application. If there are specific considerations for code performance when allocating resources (e.g., operating system or processor architectures best suited to your code, or known scaling efficiency to a certain number of cores), please provide additional information here.

3.4 Large Memory Requirements (optional, complete only if required)

Specify memory requirements for the allocated compute resources, either per-core or per-node. If additional memory above the default 4 GB per core is needed, please provide details. Otherwise, leave blank.

3.5 Compute Requirements for GPUs (optional, complete only if required)

Please highlight your interest in GPU compute nodes and describe any specific needs. GPU nodes are available for opportunistic use and do not count towards your total core-year request. However, indicating demand for GPUs helps us understand usage needs. Leave blank if no GPUs are required..


4.	Progress Since Last local RAC Round
[bookmark: _4i7ojhp]
[bookmark: _evm2l74f3uk8][bookmark: _9h9ocmyw5ijv][bookmark: _vprsvhbex4rf]Please indicate, which of your publications were enabled by your use of Grex local compute resources, and how use of Grex was used for training of HQPs.  Please highlight any notable Grex local RAC-enabled research that you have performed.  This may refer to publications record, or it may be a work in progress.




Please send the completed Application to arc@umanitoba.ca . Thank you!
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